The Road To Recovery:
 by Nicole Manktelow - May 13 2003 

Page 1


The road to recovery 
By Nicole Manktelow 
May 13 2003 
The crash was never meant to happen. The emergency plan was, but didn't. This is the morning after disaster, when unexpected events leave organisations desperately picking up the pieces, scrambling to rebuild systems and drag data back from the dead.

Disaster recovery planning is expected to provide some protection but what happens when the best efforts are not enough? What if storage systems fail or the back-ups are outdated?

The most recent data might still exist on a battered - even burnt - hard drive but it will take an expert to prise it free.

When Canberra was besieged by bushfires, the flames claimed computer casualties too. One company turned to data recovery experts to retrieve as much as possible from melted desktops and servers.

Nick Adamo, managing director of Sydney-based Forensic Data, still has the blackened remains of hardware to prove it.

"Their desktops and servers were burnt. They sent a bag of charred hard drives," Adamo says. "We got 85 per cent of the information back. We had to pull them apart in the lab." 

It's not just fire that puts data at risk. Floods, storms, power surges, accidents, attacks, software corruption and equipment failure are just some of the problems that can strike unexpectedly. And in the growing data recovery industry, there's no shortage of bad luck stories.

Robert Harding runs a data recovery service in Brisbane called HDDRecovery.

"One of the hardest problems was a laptop pulled up from the bottom of the Fitzroy River in Rockhampton. It's a saltwater river. The drive had been tampered with and opened up," Harding says.

Often, however, trouble can occur with something as simple as a nasty bump to a computer or a server that has failed after an extended period of use.

The waterlogged laptop was an unusual case. Its salvation was abandoned due to cost.

"We could have sent it to the United States (for specialist recovery services) but that would have been very expensive," Harding says.

In most cases, when disaster strikes, data can be rescued far more easily.

"Most people panic about data recovery because they think it can't be done," Harding says. "But it's a reality, and if it's a software job, in most cases the recovery costs are reasonable - about $500 and they get it back in three days. I sell a software recovery tool for about $100 that people can use themselves. Most people can afford that." 

At Forensic Data, Adamo says data recovery isn't a mysterious process, but he urges customers to be cautious before trying the do-it-yourself approach with software tools.

Adamo argues that installing a secondary product after a data loss could potentially overwrite the fragments of information yet to be retrieved.

"It makes our job much more difficult," he says.

"There are many good products on the market. If they are used properly they can get good results but I think the trick is to know the right product for the situation."

"We perform an initial inspection, take an image of the drive, verify it and make a copy of the image. We never use the original media. Without the image of the drive, you only get one chance to get it right. With an image you can try a variety of products."

Using an image of the drive, technicians then take a low-level scan - literally a block-by-block snapshot of the drive, including its used and unused sectors. In unused sectors the information has been hidden, deleted or destroyed.

"This is the most valuable part of the drive. The computer tells itself that there is nothing there but there may actually be a lot," Adamo says.

Software techniques are very efficient, with an 85 to 90 per cent chance of success for a typical software recovery and results within three to five working days, though tampered-with equipment can be harder to work with. Opening the hard drive greatly increases the chances of a head crash, which produces deep scratches on a hard drive's platters, like a scratch on a vinyl record. Without a controlled environment, a speck of dust can cause a lot of damage.

"We have tools to open drives in a proper environment. We can occasionally swap parts out of identical drives, such as the printed circuit board or the head stack assembly inside the physical drive itself," Adamo says. "These take longer and have a lower chance of success but it's still possible to recover information."

Crunch time for most organisations occurs after the crash, when disaster recovery plans, emergency systems and back-ups are put to the test.

"If you have a back-up plan it will mean the difference between losing a day's work or two years," Adamo says.

Weather and environmental conditions are behind most of the crashes Harding's customers have experienced, particularly in Australia's tropical climates.

"The main problems are caused by storms and weather, power spikes and equipment that has poor air-conditioning or high humidity, where hard drives fail due to shorts inside the machines. Any time there's a major seasonal change we see that. We've got a lot of work from Western Australia recently because of that," Harding says.

Often it is only after the storm that companies discover their disaster planning has fallen short.

"The first question we ask is how good is our back-up and there is usually a long pause," Harding says. "People back up but no one checks the back ups, no one verifies them. It happens a lot and it's pointless making the effort to back up if it doesn't work properly."

A Sydney-based data centre recently approached Harding when a RAID array storage system failed. The company had a regular back-up regimen but it was incorrectly configured. After an upgrade, the back-up system continued to back up an old server. "In this data centre, no one mapped the new file locations to the back-up system. The back-up was not aware of the new locations," Harding says. "It happened because they didn't check the back-up."

Lack of staff, time and resources are all possible reasons why disaster recovery plans and back-up systems are failing. "People are not getting enough training. They need constant updating of skills," Harding says.

RAID systems split information across several physical drives, which act together as one. This provides some redundancy by copying information into various locations.

"It's fast in most cases but it becomes unstuck when more than one disk goes down in a RAID," Harding says. "When RAID disks go down it gets ugly ¤ Some companies use the RAID as their boot device. If it falls over, then they can't even get the system up."

Selling your secrets with your hard drive?
When the storms, fires and power surges strike, it's a comforting thought that data can be brought back to life, even when a drive has been severely damaged.

Less comforting is the thought that deliberately deleted data is still accessible to someone with the know-how.

When used equipment changes hands it raises questions about privacy and data ownership. Does your data have another life when the computer is disposed of?

"Corporate and government lease a lot of equipment these days and when they send these back they are not cleaning the information off them properly," says Robert Harding, the proprietor of Brisbane-based data rescue service HDDRecovery.

Harding has been involved in several TV current affairs reports in which he has discovered sensitive information on second-hand computers.

"If all they do is format the hardware then I can show you what was on it in less than 10 minutes. It will make your head spin," he says. "People have no idea how exposed they are. It's very worrying."

One solution is to use dedicated sanitisation software. Harding recommends a product called Destroy by Australian developer David Quail (www.tasc.com.au).

But Forensic Data's Nick Adamo has simpler advice for those disposing of PCs: "Your hard drive is worth about $50. The cost to sanitise that is not worthwhile. Get it out and take a hammer to it."

Success after power failure
Limited back-ups are a  fact of life for some organisations. They run with the risks because they don't have the time or the resources to do a complete back-up at the end of every day. When there is a problem, however, they know they must act fast to rescue data.

A Brisbane-based company that makes 3D models, animations and presentation materials for the construction industry found itself in that situation after an overnight power surge.

"We do an automated back-up to external hard disks, one of which they keep off site, but 

because we back up 120 gigabytes of data there's not enough time to complete a back-up each night," says the company's technology manager, who asked not to be named.

"Instead it is staged over two to three days. There's no way around that as the file server is in use through the day."

The manager says he only became aware of a recent disk problem when he was "trying to move data around and it wasn't behaving as it should".

"We have power problems in our area. We believe it must have been a power surge and a brown-out afterwards. Both disks in our Apple Mac server failed. We think it happened the night before."

He used Norton System Works and other diagnostic utilities to investigate.

"They told me that we had a bunch of bad sectors among other things. Every time you try to write on a disk with bad sectors the magnetic head does more damage. So we had limited time to get the data off these disks."

He managed to copy all the data from one of the damaged disks but not the other.

"By the time we had finished one, the second disk was much further along. We couldn't read it, we couldn't mount it - it just wasn't there.

"It had current projects of that week and the back-up wasn't enough because of all the work we had done that day. We realised we couldn't do the rest ourselves."

HDDRecovery picked up the damaged disk the next morning. The technicians were able to transfer the data from the old disk onto a new one in less than two days.

"We only lost four files out of 96,000 files on that disk. We were up the next day," the manager says.

But prevention is better than cure and an uninterruptible power supply (UPS) could have saved the 3D designers from much of the pain.

"UPSs are a must in small and medium business, especially in storm-prone areas," says HDDRecovery's Robert Harding.

"Surge protectors in power boards are fine but they don't help if the power goes down. The best possible surge protector is the UPS because the battery acts as a barrier and it's capable of taking a bigger hit."

NEXT SPEAK
Disaster recovery: restoring a system after a hard drive failure.

Data recovery: techniques to retrieve seemingly deleted data from disks that have malfunctioned.

UPS: Uninterruptible Power Supply provides a secondary source of power if the main source is disrupted, automatically switching to its own battery if an outage is detected.

RAID: Redundant Arrays of Inexpensive Disks systems are multiple hard disk drives that behave like a single drive, with the intention of increasing capacity and reliability.

RESOURCES
Disaster recovery planning: Disaster Recovery World (www.disasterrecoveryworld.com)

Introduction to security risk analysis (www.security-risk-analysis.com)

PC Guide's disaster recovery (www.pcguide.com/care/bu/recov.htm)

Bitpipe IT research (www.bitpipe.com/data/web/bp/hottopics/disrec/disrec.jsp)

Whitepapers from ITPapers.com (www.itpapers.com/cgi/SubcatIT.pl?scid=40)

Tek Tips discussion forum (www.tek-tips.com/gthreadminder.cfm/lev2/7/lev3/50/pid/528)

Recovery tools: Winternals recovery tools for Windows (www.winternals.com)

Ontrack Easy Recovery (www.ontrack.com/easyrecoveryprofessional)

Norton System Works, Mac and PC (www.symantec.com/sabu/sysworks/basic)

System Administrators Guild of Australia (SAGE.au). A national organisation that provides resources for those who manage computers for others (www.sage-au.org.au)

nicole@auscape.net.au
This story was found at: http://www.theage.com.au/articles/2003/05/12/1052591725425.html 
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